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Abstract - This is a challenging span due to the
growth in computer science and the demand we face
today. Hence, examinations play a vital role in testing
students' performance. That is why it is important to
have a smart development question model for the
growth of students and test their learning skills,
thereby keeping a check on student performance.
Generating an effective question paper is a task of
great importance for any educational institute. The
traditional method, where lecturers manually prepare
question papers, is very tedious and challenging. Our
system allows faculty to generate question papers
with random questions, which cover the chapters
selected by the faculty. In this study, we propose an
automated scoring approach for descriptive answers
by usingJaro-Winkler

Keywords - Question Paper, Answer Checker,
Randomize Algorithm, Jaro-Winkler.

I. INTRODUCTION

Generating an effective question paper is a task of
great importance for any educational institute. The
traditional method, where lecturers manually prepare
question papers, is very tedious and challenging.
Automated Question Paper Generator and Answer
Checker System can reduce time consumption by
replacing the conventional method of question paper
generation. The system fully automates the process of
question paper generation and selective answer
checker. The advanced system generates question
papers based on a database such that all types of
questions and answers such as (MCQs, Theory-based,
and objectives.) are stored in a database. The system
randomly selects the questions from the database. It
generates a question paper such that it covers all the
chapters selected and allows the student to attempt the
examination and score accordingly. Answer Checker
checks the paper and generates marks/scores for the
student by finding the difference between a model
answer and a student answer by usingJaro-Winkler

Il. LITERATURE REVIEW

This section presents the significant approaches to
information retrieval and the techniques used.

There is a need for automatic generation of question
paper and answer checking for text similarity and
understanding. Different models used to evaluate the
results of these techniques are also reviewed.

A. Background Study

1. Question Paper Generation

A literature survey was started to understand
the need for automatic generation of the question
paper. Many existing LMS support tagging features,
but users may not utilize this feature fully. The
comparative study shows that Moodle is the best
LMS for any educational institution and supports a
large number of users. But it allows the user to define
only question type. Hence the questions in the
repository may have only basic tags or no tags at all.
So it becomes overhead for teachers to tag these
questions before using them. Properly tagged
questions can be efficiently retrieved from the
repository. Hence, it is necessary to tag the questions
before adding them to the repository. A system that
offers generation of the question paper using user-
given input parameters considers only a fixed range
of values. Our system supports upper and lower
bounds for inputs and supports a more granular level
of topics than chapters and more question types than
only three types offered by this system. We use an
automatically tagged question repository as input
instead of untagged questions.[5]

2. Answer Checker System
Different models used to evaluate the results are
reviewed.

a. Intelligent Essay Assessor (IEA)

It uses a statistical model to compare descriptive
answers and checks the semantic similarity between
two answer sets. It is also used to analyze and score
the essay type of answers.

b. E-rater

E-rater is used to analyze the essay type of
answers and specifies syntactical and lexical issues in
the text. [3]
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c. C-rater

C-rater is primarily used for assigning the
marks as per the student's correct answers. It also
deploys similar kinds of words used in the answer,
spelling errors, and syntax variations, checked
automatically. [2]

3. Textto Text Similarity Approaches

The primary similarity methods are classified as
knowledge-based similarity, corpus-based similarity,
and string-based similarity measures. [4]

a. Knowledge-based similarity
It applies text-to-text similarity to determine the
shortest path of similarity by detecting lexical chains

between pairs in a text using the WordNet hierarchy.

b. Corpus-based Similarity

It is used to find similarities between words
according to the corpus sets. It checks the occurrences
of the word in the particular answer.

c. String-based Similarity

String-based similarity evaluates the measures of
similarity or dissimilarity between two text strings.
There are two types of string-based algorithms for
evaluating the similarity between the student's answer
(SASA) and the model answer (MAMA).

c.1Character-based similarity

The character-based similarity is used to
determine the distance between two strings and
perform minimum operations. Operations include
insertion, deletion, substitution, and transposition of a
single character.

c.2Term-based similarity

The term-based similarity is the distance
between two items and somethe of the distances of
their corresponding items

D. Cosine Similarity

The SASA and MAMA are represented as vectors,
where the student's answer and model answer are a
set of terms; each term has a weight, which reflects its
importance on that MAMA or S.AS.A. There are
several ways to calculate this weight, such as the
Term Frequency-Inverse Document Frequency (TF-
IDF). The (TFTF) refers to the term frequency in the
model answer, and the IDF represents the importance
of a term concerning the entire corpus. It is calculated
by the number of answers in the corpus divided by the
number of answers containing a term.
The cosine similarity measure is based on the term
weighting scheme, which is the TF-IDF.
It is usually a weighting factor in information
retrieval and text mining. The formulas of TFTF, IDF,
and TF-1DF are illustrated below as follows:

TF = number of occurrences of the term in answer
number of terms in answer

N
IDF = lognj+1

Where N is the total number of answers, NJNJ is the
number of answers containing the term.

TFIDF =TF = IDF

The main idea behind this model is to calculate the
weight of each term in each answer concerning the
entire corpus.

The TF-IDF compares a student's answer vector with
a model answer vector using a cosine similarity
measure. Cosine similarity measures the cosine of the
angle between two vectors. Two vectors of attributes,
SASA and MAMA, the cosine similarity and cosine
(0), are represented by using a dot product and
magnitude as follows:

Dot Product (SAMA)
SA+|MA|

cosine similarity (SA, MA) =
Where Dot Product is:

Dot Product (SA, MA) =SA [0] *MA [0] +....+ SA
[n] *MA[n]

And Distances | |and |MA| is defined as:

[ |=[0]+[1]+....+[]

And

IMA| = MA [0] + MA 1]+ ..... + MA [n]

After the cosine similarity between the model
answers and student answers is calculated, marks are
assigned.

4. Automated Tagging

The following four tags were identified for the
automatic generation of the question paper based on
Bloom's Taxonomy.

Tags Values

Cognitive Level Recall, Understand, Apply,
Analyse, Evaluate, Create

Question Type Fill in the blanks, Multiple
choice, Match the
following, True False,
Answer in one word,
Definition

Content Topics and subtopics from
the syllabus

Difficulty Level Low, Medium, High

a. Cognitive level Identification

It is the process of understanding, Percept,
Evaluate, Analyse, Recalling, and Creating the
functioning of the system

b. Question-type Identification
Question-type is to identify the objective or
subjective type of questions.
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c. Content Identification
It is to identify the topics as well as subtopics.

d. Difficulty- Level Identification

The difficulty level depends on the concept
involved, type of question, and cognitive level and
decides whether it is low, high, or medium.

Insert

11l. PROPOSED SYSTEM

We are presenting an Automated Question Paper
Generator System and Answer Checker System that
can reduce time consumption by replacing the
traditional method of question paper generation.

Enter question

—
Questions in => Databalse of <: paper
DB Ouestions specification
Question Paper generated |:> Faculty will provide
using algoritl model answer sheet
(MLA)
Can see Students answer
Student now Host on a server => sheet (SA)

-

Comparison

Algorithms are then
applied for SA and MA

ﬂ v'
<: ‘ SA and MA are stored here

I

Result Generated

System Architecture

B. Question paper generation system

The examiner will input the questions as per
their need in their respective database record if they
want to manipulate (Add, Delete or Change) the data
through a GUI. Questions will get updated as per the
function obtained. As this is a web-based application,
faculty can set the difficulty level, the structure of
the answer, the Chapters they want to add according
to their subject, and the Exam Score for how many
marks they want to set in their papers. The system
will generate random questions about the chapters
specified by extracting them from the database using
an algorithm. The questions will be well organized.

1. Randomized Algorithm

A randomized Algorithm checks the duplicate
questions and uses them to display random questions.
The algorithm is as follows, N = total no. of
questions in the database. The randomized algorithm
randomly generates these questions.
Step 1: Create an array of N locations.
Step 2: Generate a random number.

Step 3: if (lock==0)

Store generated number.

Else

Compare the generated number with the previous
number in the array.

If a matching value is found, go to step 2;

Else

Store the no in the next location.

Step 4: Repeat step 2 for N numbers.

Step 5: Select questions from DBDB matching with
values from array location one by one [1].

B. Answer Checker System

The student appearing for the test needs to log in
and appear for the test (Test will be of Subjective
and objective pattern). The more accurate the
answers, the more they will earn the marks. The
difference between
model answer and student answer are done using
Jaro-Winkler, which checks all the possible mistakes
that the student has made and gives the final score of
the test.
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Student Answer

N

|

Model Answer

Tokenization

Stop words Removal

Normalization

Root Extraction

Representing
student answer and
model answer for

Calculating Jaro-Winkler
distance between SA and
MA

}

Automated Score

Answer Checking Process

1. Pre-processing

Pre-processing plays a very important role in answer
checking. The pre-processing operations needed are
segmentation, stop-word removal, normalization,
finding synonyms, and extracting roots.

a. Tokenization

Tokenization is needed to identify the end of
each sentence. The sentences are ended with various
punctuation marks that can be a dot (.), comma (,),
colons (:) etc.

b. Stop-words Removal

Stop-words are the most frequent words we use
in our answers, such as prepositions, articles, and
conjunctions and are not much useful for automatic
scoring. Removal of these stop-words will improve
the performance of the system.

c¢. normalization

Normalization is needed to modify the text to
make it definite as per needed by removing
unnecessary characters and non-alphanumeric
characters to improve the system's performance.

d. Root Extraction
The keyword sources are extracted from both
student answers and model answers.

e. Jaro-Winkler distance
Jaro-Winkler is used to compare strings by

measuring the edit distance between two strings. The
minimum the distance, the more the strings are
similar. The score is normalized such that 0 is an
exact match and 1 is for similarity. The jaro-Winkler
similarity is 1- Jaro-Winkler distance.
The Jaro Similarity (simj) between two strings sl
and s2.

simj

= {0 ifm= 0|§(£ + =+ mT_t) otherwise}

|s1] |s2]

Where |Si| = length of the strings
M = number of matching characters
T = is half the number of transpositions.

Two strings, s1 and s2, are considered matching only
if it is the same and not greater than

max(|s1l,|s2]) 1
-

Jaro-Similarity uses prefix scale (p), which gives
ratings to the matched strings from the very start. So
for this Jaro-Winkler similarity will be

Simw = simj + lp (1 — simj)
Where

L is the length of common prefix max up to 4
characters.
P is a constant scaling factor to adjust upwards to
have a common prefix. p should not be greater than
0.25. Else the distance will become greater than 1.
Standard value of p=0.1
Jaro-Winkler distance is dw.

dw = 1 — simw

1.6 Automatic Scoring

The similarity measure value is converted into a
score using the following formula:

Mark = Similarity — Value * Mark

Similarities are calculated by the JaroWinkler
method.
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IV. IMPLEMENTATION OF THE SYSTEM

1. Login Page

Nexa
vivy

Sign in te your Account

Login Page

The login page is common for admin, staff, and  The user does not need to register for their session.
students in our system. By default, all the usernames  Only they need to authenticate themselves through
and passwords are inserted in the database uniquely  login and start with their session, respectively.
for all types of users (Admin, Faculty, and Student).

2. Add Question and Answer

-“HEEE sAemoow

Frutik Shurma Form Examples o T
¥ St Wedcanmes o Mass Aphon
MEHL Add Questicn
A Fratle
Sy Add Question
Zubject Mome
W Geeanto Quastion Faper
. Eearch
2% Stucenl
i e Chapter Number
(1) Lezaut

Marks

Difficulty Level

Type of Question

AL QUFETION

The faculty can insert additional questions in the  Then enter the question and answer as the faculty
database if required. They only need to enter a subject  need to give their model answer in the database. They
name, Chapter Number to which the question belongs.  have to select marks (1, 2, and 5)for that particular
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question that they need to allocate. Select the
difficulty level (Low, Medium, and High) and the
3. Generate Question Paper

type of question (MCQ, FIB, Define, and Brief).

ﬁ Pratik Sharma

Form Examples
#r s \

Mzt o b Appluaion

—— (Generate Cuestion Poper
® Frofike
S Al Cuaiidice
Subject Mame
[§ Genernte Question Poper
O Geurch
an Sider
e Fattern
(1) Logout
Chapter Number
1
Cxom Dote

CFRFRATE 0LFETION PAPFT

RS REHINU -1

# Nea | Formis [ Form Exomiples

Faculty need to enter the Subject name that they need
to generate. The pattern of the paper (20, 40, 60, 80).
Chapter names are displayed. Faculty need to select at
least two chapters to generate the paper pattern.

3.1 Sample Paper Generated

The exam Date is selected when the exam is
conducted. By clicking on generate question paper,
the question paper is generated with random

questions per the selected chapters.

Inputs

Prutk Sharma Foarm Examples
i Sl - Ve 4 12 heea fzplmadan
WEWU Gerermte Quastian Poper
f Frone
5 A Quastion

Subject Hame
B Generote Queston Fope

D Georc

2%, snedan

- Fottzm
1

(D) Logoat WA

Chapter Mumber

Cxam Dirie

Thurzday 18 Apr 2249

(GEMFRETE CGUFETION PAPFR

CRYFTOGRAFRHY SN0 SVETEW SECUATY (SELECTED]

RIROOUCTION, BASKCE OF CRYFTOGREPEY | SECAET KEY CAVATOCRARHY, FUBLK KEY CRYFTOOREREY, DYFTOSALPHIC HASH ALCORITHR

& Hexa { ~omms ¢ Fors Esomples

Output
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Cuaeition Paper Codg 42103
Subject Cryplogophy ol Syster Secuity

hode: Dot ; 10 Apnl 2013
1. Quastenino L is Compuisory Marks : 20k
1. Cumsliwr i 2 AllErel eny threw Time 1

3, Cuslirr D Ml any four

QL
i i vt irst seurch itk il poths feang sume cost 1M
b Wkich anwirmant ot picidite prreelncs ifermation, o5 the erdianment cannet ke sesncomalitely®a Stachastic b Dscrete ¢ Continieass o Particlly
Olservable 11}
. a6cnd ]
d Forward skae spaca scereh 5 alsa colled 1
0z
a Wihatis &gert Finchen M
b Cisfine Regrassion plorner M
o, ot 1 Expart Syctem? M
o Diefine Planwing M
(Vi
o, Lisl Lypes of Divitoriment, M
b List Urirdorrmed Ssarch Agavithms M
¢ Whit ara FRAS Desiriptars? 1]

4., Student- Start Exam

a Fritk ¥ shwakirma
[ Sl

[ueshon Faper
HENI

# Fedic . ,

M iz

(1) Loggut

Students log in and start their session when it needsto  question paper, which is hosted, and then the exam
appear for the exam. Students need to select the  session gets started by clicking on Let's Begin. With

11
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the help of marks of individual questions, total marks  displayed.
are then calculated automatically, and the result is

5. Answer Sheet

Answer Submit | Save

Wisliarea Lo Agrphesiion

a. iz o breadth first search with all poths hoving some cost.

nscrete o, Continuous d.Fortially Observoble
. adnjurnd

d. Forward statc-spoce scarch s olsocallecdlas
.z

a. What is fegent Fusctian

b. Define Regression planner

c. WwWhat is Fxpert System?

d. Crefine Planning

Q.3

@. LisT typees of Environment

b List Lninformed Search Algorithmes

€. What are FEAS Descriplors?

o oA

1

b, Which snviranment canmct prosede errorless infermation, os the ermarcnment cannot b seen completsly? o, Stochostic b

1w

14

1k

2k

Sk

A

SkA

- 3

(O]

12
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5.1 Sample Answer Generated

Inputs

= = o, & A ozoh
s Frotik Vishwakarma
P Shudenl
Queston Faper
WEH
f Frofic LHFR DAY AR SV LM SECUR Y - 20N G0 T T2y
My Evom
) Lewout

Answer Submit | Save

a. iz @ breacth first search with all paths hoving same cost. 18

Uniform Caost Ssarcn

b. Which environment cannot prowsde errorless information, as the emvironment cannat be seen completely? a. Stochastic b
Oiscrete . Continuous d.Fortiolly Observable 1%

Partislly Obscrvabic

€. adcjund 184
Ry
d. Forward state-spacc scarch isofsocalledas 13

Progression Planner

Q2.
eston P
a. What is Agent Function Qu aper

The agent funclion is a mathematical function that maps a sequence of perceplicns iNlo ac
The function is implernented as the agent program

€. What is Expert System?

The expert systems are the computer appications developsd to solve complex probiems in 3 partculsr domasn. at
the level of extra-ordinary human intelligence ans expertise

d. Detine Planning 28

The p! g in Astificial iz about the decision making tasks perfarmed Dy e robols oF Computer
pragrams tao achieve a spedfic gaal.

The execution of planning s about choosing 2 sequence of with a high to plete the
traak %

Q3.
a. List types of Environment
1-Complete vs. Incompiete

Z-Fusy Observable vs. Partally Observabie
ac vs. C

4-Static vs. Dynamic
S.Discrete ve. Continuous
S-Deterministic vs. Stochastic

B. | ist Uninformed Search Algorithms S8a

7. depth-first search

2. breadth first search

3. lowest cost first searches
4. depth wniled search

6. bidirectional scarch

T omiforrn sner coarch o

<. Whaot are PEAS Descriptors? s

An agent that 34ts to maximize s expected parfonmance measure is called a rational agent.PEAS: A 1ask
that incl Qi =1 measure, Environment, Actuatars and Sensors.

13




Mansi Palav etal./ 1JCTT, 67(4), 5-15, 2019

After Submission

—.Sﬁ 0 Wi

TOTAL MARK OBTAINED - 20

Questian Paper
is a breadth tirst search with all poths hoving same cost.
a1

B —

b. Which environment cannot prowvide errorless information, as the environment cannot be =
Liscrete . Continuous d Pertiolly Observable

Partially Obscrvabilc

<. cdcjund

advsfiv

d. Forward state-spacc scarch isolsocalledos 1M - Ootaned {1) —

Progression Plannes

Q.2
a. What is Agent Function 2N Ootained (2}

The agent function is a mathematical function that maps a sequence of percepticns into action

The funclion is impiemented s the agent progeam

b. Define Regression plonner 2M - Cotained {0)

<. What is Expert System? ZM - Obtained (2)

The expert systems are the computer appications developed to solve complex problems in a partcuiar doman. at
the level of extra-ordinasy human intelligence and expertise

d. Define Planning 2M - Obtained (2)

The planning in Artificial intelligence is about the decision making tasks performed by e robats or compuler
programs 1o achisve 3 specific goal

The execution of planning i about choosing a 2equence af actions with 3 high likefhood o complete the specine
taak

Q3.

a. List types of Environment LM - Ootained (%)

1-Compiete vs. Incompicte

2-Fusy Observabie vs. Partiaily Observabie
3-Competitive vs. Collaborattve

4-Static vs. Dynamic

S.Discrete vs. Continuous

&-Deterministic vs. Stochastic

b. | ist Uninformed Search Alaorithms i - Obtained |5)
1. depth-first search
2. breadih first search
3. lowesi cost first searches
4. depth Wmiled search
5. iterative Decping depth first search algorthm{kidfs)
6. bidirectional scarch

T Gnifermm mnct

areh -4

<. Whaut are PEAS Descriptors? SM - Cbtained (S)

An agent hat 5cts 1o maximize Its expected perfarnance measure (2 called a rational agent PEAS: A 1ask
environment specification that Includes Perfarmance measure, Environment, Actuators and Senscrs.

V CONCLUSION
colleges and schools to reduce their work and
We have implemented automatic question paper  effective time utilization.
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